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Background: Unlike the textbook joins between fact and dimension tables, where 
the fact table is typically orders of magnitude larger, practical scenarios often 
involve joining two large fact tables (e.g., TPC-DS Q29 [1]), which we refer to as 
“massive joins.” When employing classic hash-based join algorithms, such joins 
generate prohibitively huge intermediate data, potentially leading to disk spills [2].  
 
Recent advances in bitmap indexing [3,4] offer a new, bitmap-based approach for 
massive joins. The core idea involves transforming join operations into predicates 
on the join columns [5], and evaluating the predicates using the maintained bitmap 
indexes on these columns. This design transforms expensive hash table maintenance 
to efficient logical bitwise operations, accelerating query performance. 
 
Objective: This project challenges students to address massive joins, a critical 
performance bottleneck in analytical DBMSs. Using a customized DuckDB [6] with 
state-of-the-art bitmap indexes, students will investigate the native join procedure, 
evaluate its performance bottlenecks, and hopefully address this challenge using 
bitmap indexes. 
(a) Download the custom DuckDB (using branch Experiments), study its native join 

executor, and analyze the execution of a join-dominated query (TPC-DS Q29). 
(b) Review the implementations of bitmap-based join operations (TPC-H Q5). 
(c) Implement a bitmap-based massive join executor (potentially tailored for TPC-DS 

Q29 to reduce workloads), evaluate its performance, and summarize its strengths 
and weaknesses. 
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